AIFZTIEMBIENIE - ER 5
AL R PSR

—. BESHREEWEQ255)
1. HER(EE553,HE109)

1.1 EE:
BYiE) & 2 E i EA:

o O(n): ZMEREIE R E BIAHRITHIEI S AR IELL
o BIF BHEA. LMEEH

e O(nlog n): MBI BRIERE, ERNTFDEEE
o BIF: RIEHE. FHHEF. HHF

o O(w): FHEEIERE BEERER/N
o fIF: BBHF. EFHF. BAHF

A

o EMBERESTERESNER)
o BEEAIERERD)

1.2 &2=.

=R,

EhASRRIZD B AR: EhSHKI R — M@ BRI #E 0B 3T 18] SR B F IRl AV 75 UK R AR B 2R RN 75
o

BOEER:

1. RIMFEN: RENRMEES FRENRNLAR

2. BEFOE: FOERWE IR

3. KB HIE: EXFRSZEREHX R

4. 1BIZH/AIR: FHREHENFREER BEREEITE
ERE:

o ENERB(GK/&EE/ERRER]



o IHERIEJAR

o FERRAREHEXR

o flF BREEA. RRKAFEFFI. ERBRLT. KEREZS
VES T

o WEAZLEEQ2S)

o RIFEEFINFMRMFEDQ2RD)
o ZMIEIRBBERTR(17)

2. hIXIBIESRI(553)
EFXR:

-
function quickSort(arr, left, right):
if left >= right:

return

pivot = arr[right]
i=left-1

for j from left to right-1:
if arr[j] <= pivot: /| 3EZA
i=i+1

swap(arr[i], arr[j])  // EEZ=B
swap(arr[i+1], arr[right]) ~ //1EZC

quickSort(arr, left, i-1)
quickSort(arr, i+1, right)  //IEZED

g

fiAR:

o IHTA: - LERE M B NFEFpivotI Tt R B EI LIS
o YBZEB: (swap(art[i], arr[j])) - XHRIRIE

o E%3C: (swap(art[it1], arrfright])) - ¥pivot iR EIEHI B

o HHZD: (i+1, right) X (i+2, right) - HFEBDHHEIITEE

R



. BMETFHEIS
o EFANDEXE L1590
o BIEMATAEE IBIEIEHENT]

3. BiEigitE(on)
3.0 EFE:

BiE—BNEERHE)

-
BE&: WEEIF B PRE E#T
for i from 0 to n-1:
for j from i+1 to n-1:
if nums[i] + nums[j] == target:

return [i, j]

BBl E 2 E: O(n?)
TEIERE: O(1)

g

FEZREREMD)

p
T AREREFHEEBHNEFRERS]
BIETIGHR map
for i from 0 to n-1:
complement = target - numsJ[i]
if complement in map:
return [map[complement], 1]

map[nums[i]] =1

Bl EZE: O(n) - REBH —X
FEIEZFE: O1n) - BBERTFE

g

AL SRR

o FRABHRFGEIXBIEIMOMBEERIOO)
o —REAENE]SERK, TETE PR EIR

i
o HAHIFHAREWGR)



o DEE/=RIEREGBS)
o ALK EHEGHEREEGCH)

o RUGHBNERSZF6N

—. MBIBZEIJEH05)

4. FEFH(FE37,H97)
41ZFE: A

o IS BISEAEIILGE LRMEBHW BIEMNIELRIE
o WEARANE(E TG EUENIRE 2 HE

428FE: C
o EIMERE ZZE SIS IS XS, FREER LTINS
e A. B. DESEERMBALEEINE A

43 &%= B
o BETHBAFEIRIARSERERMANNEE S EETEWER
o FIERT/NA2ESHKSRE]

XA

5. EER(1153)
5.1 FFRGR):

{RZ (Bias):

o EX: REFUIENHAE S ELEZ BV EE
o BIRERTERIE TE8, XIS underfitting)
o FIU0: A&MARE S IFZ L LR
75 % (Variance):
o EX: REERREIGRE LTWEN T HIZE
o BAERTMEEE T8 7 WIS HIET EBUR 3 S (overfitting)

o B3N EREMAMUS D EWIER

Bias-VariancetN{&:



° l%\i%% = 1@%2 + TU_% + Z:E_I-égi;%
- BEREBERIEMAE R ZTFA

. BRERE - RELFE!
. BRERE| - REILHE]
TR
. ERRBRENSZCS)

o WEANREXRQ2N)
o ZIKEIRACRBA1D)

2 EE(657):
5B F 3 (Supervised Learning):

o 1R IGREUREE SN N AAREAa
o BfR: FIWATH ARSI X R
o BIF: BRI, HIRERAHFIRAI. BTN

T 4B S (Unsupervised Learning):
o B IREIER BN BN

o BtR: RMEBUBERNINELEHFED
o {F: BB (K-means). PELE(PCA). SERM

53R {6 S (Reinforcement Learning):

o 15 BB SRR IRIERMESF IR K
o Btx: RARULETRER
o f5IF: FEXLAI(AlphaGo). V2B AEHI. HERS
FED FREE:
o BMESIANIRBERE1S,H3ND)
o BNMIIFIEHE(E17,H37)

=. FEFEI25R)



6. ‘EIFB(EE357,H953)

61%Z%:B

o MUENEZEERAREMIEER IRINEEE
o FREE—ENFHEATSE

o BISHENMTRE
6.2 EZ:D
o Gradient(B6E) N EBUE R, 2 M EPRIBER
e ReLU. Sigmoid. Softmax#B& & ILEUEREL
6.3&FXR: C
o TransformerBY4Zi0r 2 B 7E R SIHH(Self-Attention)
o NMRIBIAHETRLEN
o BEEFHITMERT TR K EE B A H

7. & ER(1653)
7.1 EEEBD):

A HR(Gradient Vanishing):

o A EREEERIEF BEZEERE IBEERN<DN IIZEREH

o M RENEZSHLFEARENTEFES
o BRTF: REMLE A Sigmoid/TanhiHE BRI ZK B
B EIRYE(Gradient Exploding):
o [AE: BEERKC,ZEHEREHEREHRIGK
o HIN: SHEMREI K, SHERISE, lossZ FINaN
o BITF: FERNNML
BRI E:

1. §HA R RK:
o {FRAR.LUFRUZREN(IHE 0T ])

o fEFBatch Normalization

g

#Zifo



o {FRAEREEZ(ResNet)

o fFEALSTM/GRU($HIFRNN)

o SIENNEEK(Xavier/He#J981K)
2. SRR EIRLE:

o 1HEF B (Gradient Clipping)

o BREFI=H

o fFMBatch Normalization

o IENIk

Fotnk:
o MREMEHLXNIEIECH)

o FIH3FLL LR IEGR)
o WEARERIEQRS)

7.2 EEREBH):
Batch Normalization{EF:

1. WG, 72 1FE R EARRYE SR INIRILS

2. BRARIIHDIG LRI RE: B E VI LRI

3. IEMME3R: IR0 % DropouthY &k, B — EBh LEF NS RITEF
4. ZBBEER: REFEESHRE

TIEFIE:
£8P mini-batch/:

13— e MFEEE T EISE G &£

[ X_norm = (X - W) / sqrt(c* + €)

Hohe 2R/ E LIRS
2. GEMAITERS: SINPTESI Sy

[ y=7*x norm+ f3




ATFNEFEI RN
3.(IE: BEREXLEERNEZGE,BUEREZHI
Wk vsHEIR:

o JJIIZRBY: EFE HaibatchFITE

o HIERT: FAIIGIIEFPRINNB TSI 2
S

o HEAEEEARQCH)

o ERFA—IIEGD)

o IREIAESISEFIPRR)

o XINERFHEIEE(1S)

M. LS 205)

8. X553 e (2043)

8.1 EXEGR):

WIS R ZEH.

1. EBES] + Wi EH%):

o {ERRTMIIZRIETY: ResNet-50/ResNet-101, EfficientNet, 8¢ ViT
o EImageNetFAFIE LIRS _LFlIZk
o KRB RFARILEMY kL
o [EE: 10,0005k E /B3R MKINEBZEINE

2. BIEIETE:
o FENIEEE. BP%%. hekk. EieHlnn
o HEIMIZRERIRRIZ1F 14

3. MRLEN:
o ERERIUSIE
. EFFIIHL
o EEERRHI1073E5

At 2EFEX -



o FYIZRIEE B F ) 258 F M DT 4L

o HIEEHERI TRFEIVNRERIT

o ResNetFHARMWERBG XTSRS ERIMBE
R IRAE:

o IREIFBZES/FNFIER(3D)

o {HBMEZERIZIR017)

o RAAIER19)

o« QHCNNEXRBAEAKERRZE 29

8.2 BXE(GHR):
IAREIZH: X 2 H ARV I & ()
o JIEREEI5 % EFAZ N BRIR Y BB RIIN S RE S
o IIFE60%IBRIZILAENE
o K-SRI EEE35%id K
fRRYEHE:
1. SiERE:
o WEINIZERUREESIER)
o ¥¥E1E58(Data Augmentation): igke. EFL. ZEM. BB
o MEBIBREMTEERYE
2. BB EE:
o BIMERSRECH BRI HETHE)
o {EMDropout(0.3-0.5)
o LI/L2IENIfL
o Early Stopping(3&iE£ElossRERY{Z L)
3. ISR ERRE:
o BREFEI=H
o FERAERNIUELR
o KITZRXIGIE
4. Hitb57%:



e Batch Normalization

o {ERAEERTNIZEE
SR
o IFHIRFIEINERER(157)

o IEH3MLLEBERUEEGS)
o WBAEHEIRIE(15)

8.3 ZEEG5ER):
FANRF i Rava) =
1. ERMRE S ERSE: ME TR 235
2. LESEARIERIR: FaET 2 TTIAIRR D ERE
3. T MEIEITIRS: BAOEREARERS B DB EERE
4. RFEARIE: ZHRTEBEEN
yISEYpe
1. SIEEmE:
o TR I LESEHITEERFHSMOTE
o REHE: BV ZEEHEA
o BUREIGEE: (T DEREREZ TR

2. REEm:
o RFNE: TR PL DEESNE

[ weight =n_samples / (n_classes * n_samples_per_class)

o Focal Loss: [FXZ 2 1FARBNE
o RINBURFS): REARRLFRNRD RN
3. RAFRER:

o B epochtARE KA E

o f§EF3balanced batch sampler

4. VPG
. RERERHE



o {FFF1-score, &3E5!AYRecall/Precision
o JEAFEEDT
SR
o HARIR)RIMN(257)

o IERH3FTLLERRGIEQRR)
o HZERMAETIITO9)

8.4 EXR(5R):
& IER:

1. ERZFE(Accuracy):
o EX: [EMETUMAIFEAER / SFFEAER
o EH: £5F e
o FMR: LA FHNRIRS

2. ¥5HHZE (Precision):
o EX: FMAIEFEPEIENIELRILLH
o AT: TP/ (TP + FP)
o BN FUNAVERMY IRIRE

3. BEIZFE (Recall/TPR):
o EX: BIEAIEFEPHIEFHTUNAILL A
o AT TP/ (TP + FN)
o BN BERRFIRE

4. F153 8% (F1-Score):
o TEX: PrecisionfIRecallFYiEF1F 1Y
o A1{: 2 * (Precision * Recall) / (Precision + Recall)
o BX: ZEEEFHENGREIXR

5. R 7&EF%(Confusion Matrix):
o EBTRENERRITUNER
o TILIEHMLELFNBZ RS

6. Top-K/EMRZE:
o Top-5: ELEH|EFUNB RSB H



o EHRTXFIMRZNIHE
7. AUC-ROC:
e ROCHIZ TER
o JHH D IEBEARRE T4 EE

Zn¥pa:

e Macro-averaging: 5355 AT & B F 1Y

e Micro-averaging: /&1 ETP/FP/FN

o Weighted-averaging: ¥ZiF A E NN F1Y
R RE:

o FIH3MLLLEIEIRGD)

o IEHREREENE2R)

o REZDEMFHREZ RIS

A, RS HR5iRiTA052)

9. (XIBIAIES B HRE(105)
9.1 EXGH):
FERYin)EE:
1. reluB IR ZIFREZH (™ Ebug):

-

python

def relu(x):

return max(0, x)

RIZELA:

-

python

def relu(x):

return np.maximum(0, x)

g

2. softmax¥{EI2E 1Ein) -



~

python

def softmax(x):
exp_x = exp(x)

return exp_x / sum(exp_x)

% :

-

python

def softmax(x):
x_shifted = x - np.max(x, axis=-1, keepdims=True)
exp_x = np.exp(x_shifted)

return exp_x / np.sum(exp_Xx, axis=-1, keepdims=True)

g

3. softmax;E B g E axis:
o XbatchZIBEEEIEE TN EEMII—1k

o WiZTEixfa—MEESERHEE)Msoftmax
4. FRIDHEEERLIR:
o ZHZE[EbatchtEE
o sumMlexpHEEFETE axisB
5. BT RE X HexpFlsum:
o [NiZ{FE B np.expFnp.sum(I0 R Enumpy)
o EERAMIEERBMAE

R RE:
o FHirelufJbug(153,:=X %)

o FhitisoftmaxBYEX{EAREMERE(153)
o FHEAMIRR15)

9.2 EER@AR):
Shape53#h:

o HAX: (100, 784) - 100 MFZN, 7844 4FIE
o i 10993



RIZF2EEEh MR TT(H IIEE: 128, 256%):
1. W1: (784, h)
- B—ENE
o MINT844 — [ EhLE
e X @WI14£55: (100, h)
2.b1: (h,) 8K (1, h)
- F—ERE
o [THBENNZE(100, h) E
3. W2: (h, 10)
« F_BENE
o [REEhE — Hih 104
o Al @ W2 Z55: (100, 10)
4.b2: (10,) 2 (1, 10)
« F_RBRE
o [HEEINZE(100, 10)L

SERT M (fR1&h=256):

-
X: (100, 784)
W1: (784, 256)
bl: (256,)
Z1=X @ W1 +bl: (100, 256)
Al =relu(Z1): (100, 256)
W2: (256, 10)
b2: (10,)
72 =A1 @ W2 +b2: (100, 10)
A2 = softmax(Z2): (100, 10)

N

TR

o W1 shapelEHff(197)

o W2 shapelEHfi(197)

e bl, b2 shapelERf(197)
o REAHIETIZ(1S9)




9.3 EFRGED):
R & HEBRE:
2B M AEEN MM aEERBAEZEETERE
PR
L it B ESEZ2):

RIZERR X Eiik:
dL/dZ2=A2 -y true (y_trues@one-hotiias)
shape: (100, 10)

2. it EW2HIb289H5 E :

dL/dW2 =A1.T @ (dL/dZ2)
shape: (256, 100) @ (100, 10) = (256, 10)

dL/db2 = sum(dL/dZ2, axis=0)
shape: (10,)

3. RAFHEEIRREE:

shape: (100, 10) @ (10, 256) = (100, 256)

4. {@idReLUR [A{%3E:

dL/dZ1 =dL/dA1 * (Z1 > 0) # ReLUBS¥

{ dL/dA1 = (dL/dZ2) @ W2.T
{ shape: (100, 256)

5. i FEWIHb1 AR E:

dL/dW1 = X.T @ (dL/dZ1)
shape: (784, 100) @ (100, 256) = (784, 256)

dL/dbl = sum(dL/dZ1, axis=0)
shape: (256,)

g

6. BB



W1 =W1 - learning_rate * dL/dW1
bl =bl - learning_rate * dL/dbl
W2 = W2 - learning_rate * dL/dW2
b2 =b2 - learning_rate * dL/db2

g

b3 3=k

o BERBRKRHFTZFNTEHHRSTE
o FERBEIENZREITE

o FRIEPEEEEMHEEILAD

o BURRBMBNSHEZREHE

R gy 3

o WAARMBEEMEBEEITE(SD)

o EEHEILEANEMEITR(1D)

o HWIRETEFEHLBMHRIEUD)

SE5ITSEIN

BEpEA:
BiEEM(259):

o IRBEENEXNHIHE1ID
o BIRITHIARARE

MBEI209):

o EFEFANEEEE 1
e Bias-VarianceIBf# 1%/

FEEI(259):
.« BMEHK/IBIERES

« BNRIEEZFRE
LRI FH(2043):
o EREHEENIEEEZRN



oy

ERIERNA EERR

RIZS2IR1053):

o BEFH XHbugBRMgLk
o Shape 2 AL AR IR

53 H b
o 85U LE: B IBIILLLRNFESE
o 70-84%3: RiF EAil S8, AIIEFT
o 60-6993: ETE5E FHEZE
o 0BT FENFRHA



