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Understanding energy consumption patterns is crucial for energy demand-side management. Unlike traditional
data mining or machine learning-based methods, this paper presents visual analysis methods for exploring
energy consumption data from spatial, temporal, and spatiotemporal dimensions, including variability, seg-
mentation, and energy demand shifts. To support the proposed methods, we develop a visual analysis tool
that allows users to explore consumption data and validate their hypotheses based on visual results through
human-client-server interactions. In particular, we propose a novel potential flow-based method to model
energy demand shift patterns and have integrated it into the proposed analysis tool. We comprehensively
evaluate the proposed methods and the tool using real-world electricity consumption data from the Shanghai
Pudong district, and compare with traditional data mining methods. The results demonstrated the effectiveness
and superiority of the proposed visual analysis methods, including its ability to discover the spatiotemporal
variability of energy demand, customer groups, and demand shift patterns across different geographical areas
and time horizons. All results can be well explained by knowledge of the energy consumption in the study
region.

1. Introduction In the energy sector, with the widespread use of smart meter

technology in recent years, utilities have accumulated a significant

We are currently witnessing rapid global warming, due in part
to massive carbon emissions from energy use that contribute to the
greenhouse effect. Governments and organizations around the world
are developing carbon neutrality strategies. For example, the European
Union aims to reduce its emissions by 55% by 2030 and achieve carbon
neutrality by 2050 [1]. China aims to reduce its carbon emissions by
60%-65% from 2005 levels in 2030, and to reach peak emissions in
2030 [2]. This goal can be achieved by optimizing energy demand,
improving energy efficiency and reducing carbon emissions, as well as
increasing the use of renewable energy sources in energy production.
In the global, the building sector accounts for a significant amount
of energy use. For example, in the EU, residential and commercial
buildings use about 40% of total energy and emit 30% of total carbon
dioxide [3]. Thus, there is great potential for improvements in energy
efficiency and carbon reduction in the building sector. As energy con-
sumption is directly related to the living habits of customers, analysis of
energy consumption data can help save energy by changing consumer
behavior, which is relatively straightforward and cost-effective [4].
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amount of granular data that can be used to improve energy man-
agement, including providing personalized services through customer
segmentation, designing demand response programs, and planning
energy supply [5,6]. In general, there are three types of energy data
analysis methods. The first are statistical methods, which are often used
by economists, i.e., calculating energy consumption using empirical nu-
merical models. Although these methods are effective in understanding
energy consumption data, such as trends or patterns, it is often difficult
to discover the reasons behind them. As a result, the socioeconomic
modeling approach lacks flexibility, intuitiveness, and interpretability.
The second are data-driven methods, based on data mining or machine
learning. These methods are effective and are becoming the most
widely used today, but these methods are often difficult to understand
and complex, requiring extensive domain knowledge and even some
programming skills. The third are visual analysis methods, also used in
this paper. Visual analysis has been used in bioinformatics and finance.
For example, visual analysis is used to analyze genome structure [7,8]
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and investigate lesions [9], and in finance, it is used to detect financial
risks [10], financial fraud [11], etc. Due to its intuitive nature and
its ability to incorporate human cognitive ability into data analysis,
visual analysis can be used to solve problems that are difficult or
time-consuming to analyze. Currently, visual analysis remains in its
infancy in the energy sector, but attracts increasing interest from
researchers. Now it starts being used to solve certain problems in
energy management, such as visualizing peaks and valleys to identify
peak shaving potential and identifying customers with similar habits
to provide personalized services [4]. The first academic conference
on visualization and visual analysis of energy data (EnergyVis, https:
//energyvis.org) was held in 2020, and some interesting work was
presented. Among others, Chetty et al. [12] performed an in-depth
visual analysis to study the impact of the COVID-19 pandemic on
the power grid and the likely future impact. Alshardy et al. [13]
attempt to merge various visualization techniques to facilitate informed
decision-making on electrification of remote areas in Indonesia. Mam-
men et al. [14] use the open-source visualization platform Grafana to
study the relationship between indoor temperature and floor height in
a building to provide suggestions for energy efficiency. We believe that
visual analysis will receive more research attention in the future and
will become a key component of smart energy systems.

In energy demand management, exploring crowd behavior and de-
mand dynamics plays a critical role in achieving accurate energy supply
and scheduling; however, utilities often lack sufficient understanding
of the holistic and dynamic characteristics of energy demand. In this
paper, we propose a visualization and analysis method using real-
world electricity consumption data to analyze the crowd behavior of
customers in both temporal and spatial dimensions. Specifically, we
explore three aspects of the spatiotemporal characteristics of energy
demand, including variability, segmentation, and demand shift dynam-
ics. First, we analyze the spatiotemporal variability of energy demand,
i.e., the demand variability of all customers in different geographic
locations at a given time, as well as the demand variability over time
for customers in the same geographic area. Demand variability can
contribute to energy provisioning and supply coordination. Second,
we segment customers based on their energy consumption patterns.
Utilities can interactively identify customers with similar consumption
patterns and provide accurate personalized services. Finally, we intro-
duce the fluid dynamics concept, potential flows [15], to model the
spatiotemporal dynamics of energy demand, through which users can
discover the spatial, temporal, and spatiotemporal dynamics. To the
best of our knowledge, this is the first attempt to model energy demand
dynamics using the fluid dynamics concept. To facilitate the use of
the proposed visualization and analysis methods, we developed a user-
friendly web application that allows users to analyze consumption data
interactively. The analysis process starts with formulating hypothesis
about energy demand, then exploring the analytical results, and finally
testing the hypothesis. This approach makes data analysis more flexible,
intuitive, and convenient than data-driven methods. It only requires
simple clicks or drags on the visual dashboard to complete the anal-
ysis process. In addition, we analyze global and local data structures
and reveal their semantics to ensure that the results are sufficiently
interpretable. Although the visualization and visual analysis method
presented in this paper is for the analysis of three specific respects of
electricity consumption data, the method is designed to be generic and
is also applicable to other analytical tasks and energy types.

In summary, this paper makes the following contributions.

- We propose the visual analysis approach for energy demand-side
management, allowing users to formulate and validate hypothe-
ses, and obtain insights from data through a human-client-server
interactive analysis loop.

- We propose visual analysis methods to model energy demand
variability, segmentation, and shift patterns. In particular, we
propose a novel potential flow-based method to model energy
demand-shift patterns.
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- We develop a visual analysis tool to support the proposed meth-
ods, enabling a user-friendly and efficient exploratory analysis of
energy demand data from spatial, temporal and spatiotemporal
dimensions.

- We evaluate the proposed visual analysis tool using real-world
electricity consumption data, compare it with traditional data
mining methods, and validate its effectiveness and superiority.

The rest of the paper is organized as follows: Section 2 describes the
related work; Section 3 presents the data for the study and describes
the research problem; Section 4 presents the visual analysis methods
and the tool; Section 5 presents the results and analysis of case stud-
ies; Section 6 concludes the paper and presents the future research
directions.

2. Related work

In this section, we will first review smart meter data analysis in
general, followed by segmentation analysis; next, we will investigate
visualization and visual analysis in the energy sector; and finally, we
will examine spatiotemporal data analysis.

Smart meter data analysis. In recent years, smart meter data
analytics has become increasingly popular in the energy sector due to
widespread smart meter installations and scalable data collection [4].
Smart meter data can be used for a variety of purposes, among oth-
ers including load prediction [16-18], load profile clustering [4,19]
and household characteristics inferences [20,21]. Accurate forecasts
not only help utilities plan resources and take control measures to
balance energy supply and demand, but also help customers understand
their energy consumption and future needs to better manage their
usage costs [22]. Load profile clustering can be used to improve the
accuracy of predictions at the individual or aggregate level [23,24].
Customer information can be derived from load profiles [21], which is
the important information for utilities to provide personalized service
or assist utilities in determining efficient rate structures and demand
response [25]. Smart meter data disaggregation is another analysis
approach, which helps customers understand the load profile of each
appliance, e.g., [26,27]. This helps organize and optimize appliance
usage schedules [28], as well as identify and eliminate low-efficient
appliances [29]. In terms of the technologies for smart meter data
analysis, they can be divided into three categories: memory-based,
database-based, centralized, and distributed. A comparative evaluation
of analysis technologies [30,31] shows that memory-based methods
generally perform better on computing performance. In this paper,
we use a visual analysis approach to smart meter data, and focus
on studying the impact of crowd behavior on energy consumption,
including demand variability, patterns, and demand shift across spatial
and temporal dimensions, which provides an alternative perspective to
other work.

Segmentation analysis and clustering. Customer segmentation
analysis is one of the key components of energy demand-side manage-
ment. A common approach to segmentation is to use cluster analysis,
which divides load profiles into different groups or clusters based
on similarity. A major problem when applying clustering is how to
handle the curse of dimensionality, i.e., as the number of dimensions
increases, cluster analysis becomes more difficult because the volume
of space increases rapidly, requiring a significant amount of data to
achieve the desired performance [32]. There are generally two ap-
proaches to dealing with high-dimensional data. The first is to reduce
the dimensional space by extracting feature sets from high-dimensional
data and then conduct the clustering on the resulting features. For
example, Choksi et al. [33] combine SOM and feature-based dimension-
ality reduction method to extract features and then perform k-means
clustering based on the extracted features. Haben et al. [34] perform
k-means clustering based on seven features, including overnight, break-
fast, daytime/evening, seasonality, weekday/weekend, and day. These
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studies revealed a significant improvement in feature-based clustering
over clustering of raw hourly data alone. Another approach is to ap-
ply dimensionality reduction algorithms, such as principal component
analysis (PCA), t-distributed stochastic neighbor embedding (t-SNE)
and unified manifold approximation and projection (UMAP), directly
to high-dimensional data to reduce dimensionality, then perform the
clustering, e.g., [4,35,36]. This paper employs the latter approach, but
is different from other works. The proposed customer segmentation is a
two-step analysis method. The first step is to reduce high-dimensional
time series to visible two-dimensional (2D) points, and then the ob-
tained data points are placed on a 2D plane based on their similarity,
i.e., if the more similar two points are, the closer they will be placed;
the second step is to identify the customer groups with similar patterns,
which is achieved through an interactive process between human and
machine. This approach is more intuitive and allows one to identify
more interesting customer groups.

Visualization and visual analysis in the energy sector. Visu-
alization and visual analysis can lead people to a better and more
intuitive understanding of their data [37]. With the digitization of
energy systems, data visualization and visual analysis are receiving
ever-increasing attention in the energy sector. To better interpret en-
ergy consumption data, improve energy efficiency, and implement
demand response programs, Borgeson et al. [38] proposed the En-
ergy Visualization and Insight System (VISDOM), an integrated energy
management system that combines various smart meter data analysis
algorithms and visualization methods. Singh et al. [39] combine vi-
sual analysis and data mining methods to analyze and predict energy
consumption time series, revealing various temporal patterns. Guo
et al. [40] developed a visual analysis algorithm that can visually assess
the efficiency of energy consumption in thermal comfort. Francisco
et al. [41] propose a novel information representation that encodes dif-
ferent colors in a Building Information Model to reveal different spatial
energy consumption level. A fully functional prototype for the thermal
simulation of large-scale district energy systems was proposed based on
the district heating network data. The results of dynamic simulation can
be visualized in the form of animations or maps in QGIS [42]. Ellegarrd
et al. [43] develop an event sequence visualization method that pro-
vides direct feedback and information on their residential energy use.
Fan et al. transform the operational data into an undirected status graph
for pattern analysis [44]. Goodwin et al. conclude that creative user-
centered visualization may help energy stakeholders gain insight into
data when datasets are largely unknown [45]. Liu et al. [46] develop a
smart meter data dashboard that allows users to visualize disaggregate
energy consumption, including baseload, activity load and load due to
weather temperature. However, most of the existing work focuses on
the visualization of using different statistical charts, while placing less
emphasis on visual analysis. This paper fills this gap by introducing
visual analysis that allows users to analyze data through interactions
while incorporating their cognitive ability.

Spatiotemporal data visualization. Spatiotemporal data visualiza-
tion has attracted great interest in various fields. Most of the current
spatiotemporal research is related to trajectory data analysis, e.g., [47—
49], where trajectory patterns are extracted to help improve mobility.
Attempts at spatiotemporal visualization of energy data are rather lim-
ited. The following are some efforts we found. Luo et al. [50] analyze
the energy consumption and emissions of taxis and their spatiotemporal
distribution in Shanghai by applying big data analysis on GPS data
from taxis. Liu et al. [51] model multidimensional spatiotemporal data
as tensors and propose a new tensor decomposition to extract latent
patterns; and implement a visual analysis framework for spatiotem-
poral data exploration. Liu et al. [52] employ a flow map to track
crowd behavior, which can accurately identify the location of events.
Kim et al. [47] implement a gravity-based flow extraction model that
can effectively separate human movement from spatiotemporal data.
Ahmed et al. [53] proposed ContourDiff, a vector-based visualization
tool capable of visualizing trends in spatial and temporal domains in
contour maps. Inspired by the different visualization techniques, in this
paper we apply the potential flow map to visualize the spatiotemporal
shift pattern of the energy demand.
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3. Data and problem statement

Datasets. The study uses the electricity consumption dataset over
the period from July 2015 to June 2018, which was collected in Pudong
District by Shanghai National Grid Company. The original dataset
consists of more than one million customers, which are overloaded for
the entire analysis process. Without losing the representativeness and
generality, we performed uniform sampling of the whole dataset, which
obtains 10,000 customers for this study. Table 1 shows some time series
readings of a customer’s electricity consumption and its geographical
location (Latitude and Longitude). All time series have a daily reso-
lution, with total energy demand, pap_r (positive active power), peak
period demand (6:00-22:00), pap_rl (positive active power at peak
hour), off-peak period demand (22:00-6:00), pap_r2, (positive active
power at trough hour). The total demand should be equal to the sum
of peak and off-peak demands, i.e., pap_r = pap_r1+pap_r2, but it may be
slightly different due to some instrument measurement, floating-point
rounding, or data processing errors.

Table 1
The electrical household consumption data.

CustomerID| pap_r pap_r1 | pap_r2 Date Latitude Longitude
224653173 1.67 0.82 0.85 |01/01/2017 (121.62492 | 31.18847324
224653173 2.80 1.30 1.50 |02/01/2017 (121.62492 | 31.18847324
224653173 2.24 1.20 1.04 | 03/01/2017 [121.62492 | 31.18847324

Problem statement. For demand-side management, utilities are
often interested in quantifying energy consumption, understanding
the spatial distribution and variation of consumption over time, and
discovering consumer groups to plan energy distribution, customize
services, and design demand response programs. However, most exist-
ing work only studies consumption statistics or forecasts over time in
a local area [54], which does not possess comprehensive and holistic
information for the above decision makings.

To address these issues, we will conduct a spatial and temporal
analysis of energy consumption data, and our study focuses on the
following three aspects: spatial-temporal variability analysis, customer
segmentation analysis, and spatial-temporal shift pattern analysis of
energy demand. The main reason is that the proposed studies are the
most relevant and essential information for demand-side management.
The variability analysis will assess the variation of energy demand at
a specific geographic scale, such as a city, over time. Segmentation
analysis will use a visual analysis approach that allows users to interact
and discover different customer groups based on their domain and
cognitive ability. The shift pattern analysis will illustrate the distribu-
tion of energy demand and the shifts of energy demand in different
geospatial regions at a specific point in time and overtime. This shift
pattern analysis has not yet been sufficiently explored, to the best of
our knowledge.

We will use a data-driven approach combined with visual analysis
and visualization to explore spatiotemporal patterns of demand vari-
ability, segmentation, and shifts in the following study, using Pudong
electricity data as an example. Although the dataset used is location-
and type-specific, the proposed method can be easily applied to other
locations and other types of energy demand, such as water, gas, and
heating. The proposed method can be integrated into a smart energy
system to support demand-side management.

4. Methodology

This section will describe overview, data processing, visual analysis
methods, and implementation of the tool.
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Fig. 1. Overview of the visual analysis based method.

4.1. Overview

This paper employs a visual analysis approach to explore energy
consumption time series from multiple spatiotemporal scales. Unlike
common data-driven approaches, visual analysis approaches provide
visual charts that explain the data and allow users to interact with
the charts for better insights. Fig. 1 shows the proposed visual anal-
ysis framework, which consists of the following components: data,
model, visualization, and user. The data are time series of energy
consumption with spatiotemporal information, cleaned and stored in
the underlying relational database management system. We develop
three analytic models to help users gain knowledge from the data,
including the variability model, interactive segmentation model, and
demand shift pattern model. With this framework, users can easily add
new models by implementing standardized application programming
interfaces (API). The visualization component is a web application with
a user-friendly interface that visually presents data and communicates
with users through interactions. The user interface supports geospatial
mapping and data visualization in spatial and temporal dimensions. The
user component is the subject who acquires knowledge from the data
through interactions. The knowledge discovery process typically begins
by formulating a business question, then exploring analytical views to
answer the question, and refining model parameters for deeper insights.
This is an iterative process that involves users in a loop.

4.2. Data processing

The data preprocessing mainly consists of two tasks: (1) ensuring
data quality and (2) transforming data into suitable formats for visual
analysis. The two tasks are crucial for the subsequent analysis.

For the first task, we improve data quality, including fixing missing
values and removing outliers. In the original dataset, missing values
accounted for about 1% of the total data, due to device failure or
transmission errors. First, we fill the missing values using a linear
interpolation approach because the energy consumption of a household
is unlikely to change dramatically within consequential days. Then, we
smooth the outliers in the energy consumption time series. Outliers
are reflected in an abrupt abnormal increase in values, which can be
identified by the Tukey method [55]. Values that lie far away from the
central value are classified as outliers. As there are different smoothing
methods available, it should be based on the time series characteristics
to select an appropriate method. In this paper, we choose the window-
based convolution approach [56] to smooth the consumption time
series. Given a time series X = (x,...,x,), we use the following
smoothing function to generate a new value:

i=m
" 2,'=_m CiXjyi

i =

where x is the original value, x* is the resulting value, ¢; is the
coefficient for the ith value within a smoothing window, and N is the
number of convolution integers, equal to the size of the smoothing
window (2m + 1). The index j is the running index of the original
ordinate data array. The smoothing array consists of 2m + 1 points,
where m is the half-width of the smoothing window size. The Savitzky—
Golay filter coefficients (c;) can be obtained directly from [57]. In this
study, the half-width m of the smoothing window is specified as 4.

The second preprocessing task is mainly concerned with data nor-
malization and dimension reduction. We applied the Z-score [58] to
normalize the consumption time series. The Z-score describes how
many standard deviations a given measure is above or below a pop-
ulation mean, which is defined as the following.

_(x—p)
g= XTH
(o2

(2)

where x is the observed measurement, y is the expected measurement
(population mean), and ¢ is the population standard deviation. Obser-
vations above the mean have positive standard scores and observations
below the mean have negative standard scores. Once the standard score
has been calculated, we plot the normalized energy consumption in
a uniform normal distribution to minimize the impact of abnormal
values on the trend of time series. Another transformation task is
dimension reduction for visualizing high-dimensional time series in a
visual 2D view. Dimension reduction, also known as the embedding
technique, projects high-dimensional data into low-dimensional data
while maintaining the global and local relational structure of the data.
The most commonly used embedding techniques are PCA, t-SNE and
UMAP. PCA is a linear dimension reduction method generally used for
dimension reduction with dimensions less than 10, while both t-SNE
and UMAP are nonlinear dimension reduction methods. In this paper,
based on our previous study [4], we chose t-SNE because of its better
performance.

All well-prepared data were stored in a database management sys-
tem, which are used for exploratory analysis in our visual analysis
system.

4.3. Spatiotemporal variability analysis of energy demand

For utilities, it is crucial to analyze the variability of the energy
demand in spatial and temporal dimensions. Variability can effectively
reflect not only the characteristics of customers geographically located
at different places but also the changes in customer behavior and other
factors that may affect mass behaviors, such as climate.

To calculate the spatiotemporal variability (stability) of energy
demand, we calculate the average difference of the demands of all



J. Wu et al.

households within a given area over time. Here we quantify the vari-
ability by considering all the abundances of individual energy demand
relative to each other, then calculate the average variability of the
popularization. The process can be formalized as follows.

First, the number of all possible combinations of comparison at the
time ¢ within a given geographic spatial area is calculated as follows:

n,(n, — 1)
.= % 3)
where n, represents the number of households at r within a given
area. Then, we define ¢, as the list of possible pairwise comparisons,
¢, = 1,..., N,. Therefore, c, represents a pair of energy demands of two
households 4,; and &, ; at time . The proportional difference of each

pair ¢, can be defined as:

0 if by, = hy;

H(ce) = [hyi—hy | th . @
] otherwise

where |-| represents the absolute difference between the demand

for two households and max(-) represents the maximum demand for
them. The above equation can algebraically be transformed into the
following:

min (h,’,-, h,_J-)

H()=1—- ——~
@) max (h,‘,-,hw-)

(5)
which indicates that the spatiotemporal difference is derived from a
ratio comparison of each household within a region over time. The
difference in every time step will be compared with every other in a
geographic area, resulting in a distribution of proportional differences
H(c,). As a result, the population variability can be derived from the
frequency distributions of the H(c,) scores, and an average will provide
the sufficient summary for it, that is,
Y H(c,)

V(= N (6)

Therefore, we can calculate the spatiotemporal variability of energy
demand based on a simple but thorough comparison of all households
over time. In Eq. (6), V € [0,1], the zero score represents that all
households have the same demand, complete stability, while the value
of 1 is reached when the difference in population size is infinite.

4.4. Segmentation of energy consumption patterns

Segmentation is used to group customers with similar consumption
patterns, which can be used to provide personalized services. With the
visual analysis approach, consumption patterns will be mapped into a
lower-dimensional space for visualization.

Let x|, ..., x5 be the time series data for urban energy consumption
and N be the number of households. The probabilities p;; that are
proportional to the similarity of two objects x; and x; can be calculated

as follows:
Pijj +Pjji
T @
in which p;; is defined as:
2
o
by = ®

s exp(— [|xi = XIHZ)

where p;; = pj;, pii =0, X, p; = 1.
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To map the similarity of patterns from high- to low-dimensional
space, we arrange low-dimensional points y, ..., yy according to their
similarity computed by the t-distribution method, so that the more
similar the two points are, the closer they are placed on a map. The
similarity in the low-dimensional space is defined as follows:

(1+ “y,- —y,-”z)"

Tea(L+ [y = w7
The mapping should minimize this difference in point distributions
between high- and low-dimensional spaces. Therefore, the location of a
point y; in the low-dimensional map can be determined by minimizing
the Kullback-Leibler (KL) divergence between the two distributions P
and O:

KLPIIO) = 3, 3 nylos 10)
i ij

)]

ij

which can be obtained by applying the gradient descent method,
defined as follows:

% - 4;(1’:'1' =i =y + Hy,- B y/HZ)_l an

4.5. Spatiotemporal demand-shift pattern analysis

Understanding the spatiotemporal patterns of energy demand shifts
is crucial for utilities to improve their operations, energy supply, and
distribution. A visual analytic model helps uncover demand-shifting
patterns in different geographic locations over time.

In this paper, we introduce the potential flow [15] to model the
spatiotemporal dynamics of energy demand. Potential flow has been
used to model fluid dynamics in fluid engineering, for example, water
waves, electro-osmotic flow, and groundwater flow. It models the
velocity field as the gradient of a scalar function: the velocity potential.
We observe that geospatial energy demands continuously change over
time. Thus, the demand can be viewed as a continuum occupying a
region simply connected to at a point in time but with irrotational
characteristics. Inspired by fluid dynamics and continuum mechanics,
we therefore model the continuum of energy demand shifts as potential
flows [15], and visualize them on a map. The visual analysis tool
created in Section 4.6 will help to understand the dynamics of energy
demand through the proposed potential flows. This can significantly
help utilities make decisions regarding energy distribution and supply.

According to fluid dynamics, the angular velocity of a flow can be
defined as
0=3 VXV a2
If the angular velocity is zero, then

VxV =0 13)

For the irrotational flow, the potential function ¢ is defined as
V = —V¢, where the minus sign represents that ¢ decreases in the flow
direction. Therefore,

VXV =-VxVp=0 14)

which means that for all ¢, —V x Vg = 0. Therefore, the velocity
potential exists only for the irrotational flow, with the same as the
potential flow. The potential function ¢ is a continuous scalar func-
tion ¢(x,y,z,1) satisfying the irrotationality condition, where x,y,z
represents the dimensions in a 3-D spatial space at the time at 7.

In this paper, we model the dynamics of energy demand shift
of households distributed on a 2D map, each of which has the GPS
coordinate (x, y). As households are spatially discrete and distributed on
an irregular grid, we employ kernel density estimation (KDE) to encode
their energy consumption into a continuous representation, defined as
follows:

X —X;

f;(x)L = i ZCiKh (x=x;) = ﬁ ZCiK( 7
i i=1

i=1

) (15)
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where h is the bandwidth; x; = (lon;y,lat;,)7, is the coordinate of a
household i; K is the kernel function, which is a symmetric multivariate
density; and ¢; is a normalized value of average energy consump-
tion used to reweight demand strength with respect to geographic
distribution, which is defined as follows:

¢ = 7E] (16)

where E represents the energy consumption of x; and y is the filter
coefficient defined by the users. We select the Gaussian kernel to
estimate the demand strength because it can provide a reasonable
estimate even for a small dataset, which is defined as follows:

2
_ =il

Ky(x=x;)=e 22 17)

With the kernel density matrix (strength map), the temporal dy-
namics of the energy demand over time from ¢, to #, can be obtained
by Eq. (18), which calculates the gradient of the strength difference in
demand.

Shiftl, , =V, = /i) (18)

The vector flow fields (arrows) represent shifts in energy demand,
where the arrow represents the direction of the shift while the length
represents the strength of the demand; the longer the arrow, the greater
the demand shift.

4.6. Visual analysis tool for pattern discovery

In this section, we present the requirements of the visual analysis
tool,! its implementation and the description of the interactive visual
analysis to discover patterns of energy consumption and patterns of
consumption shifts in spatiotemporal dimensions.

The visual analysis system will address the following three require-
ments:

- Visual based consumption pattern discovery by user interactions. Clus-
tering is one of the most widely used methods for pattern dis-
covery. For example, the k-means clustering algorithm segments
energy consumption load shapes based on similarity. However,
the challenge is that users must specify the number of clusters,
k, prior to clustering, which is often not feasible or optimal,
for example, when integrating online data. Instead of manually
specifying the number of clusters, the proposed visual method
leaves the cluster segmentation tasks to users, who can discover
different patterns interactively by selecting data points in a two-
dimensional scatterplot generated by the dimensionality reduc-
tion method presented in Section 4.4.

- Holistic analysis of the spatiotemporal energy-demand dynamics. Spa-
tiotemporal analysis of energy consumption data is challenging
because the entanglement and dynamics of spatial and temporal
distributions make it difficult to verify assumptions made by users
in visual analysis. Based on previous literature on spatiotemporal
analysis, a holistic approach that combines both temporal and
spatial information will help discover new insights.

- Mine mass consumption behaviors through visual analysis. The study
of the behavior of mass energy consumption in different geospa-
tial locations and over time plays a vital role in better energy
provision and planning. Traditional methods use data mining
or mathematical modeling, but they are often difficult to use
for nonexpert users. Therefore, we introduce a visual analysis
method, which allows users to better mine the mass consumption
behaviors.

Based on the above requirements, we designed and implemented
a visual analysis system to support the exploratory analysis of energy

L https://youtu.be/swVUcvelWng.
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consumption. Fig. 2 provides an overview. This system employs a layer
architecture consisting of: (1) a backend server which stores the data
and performs demand-shift modeling based on the user setting; (2) a
web-based front-end visual analysis user interface where users can per-
form exploratory analysis including consumption pattern discovery and
demand-shift pattern discovery; and (3) user interaction and knowledge
acquisition, by which users can initiate asking questions, explore the
response charts, and acquire knowledge in a cognitive process.

The front-end visual analysis user interface is the key component of
this visual analysis system. Panel 1 is the user interface for exploring
energy consumption and segmentation through user interactions. It
consists of three views, View Al, Bl and CI1. View Al is the entry
point to explore consumption patterns. The points in the point cloud
were generated from consumption time series using the dimensionality
reduction method presented in Section 4.4. The points are organized
based on the similarity of load shapes; the more similar, the closer.
Therefore, users can interactively select closely placed points, and
discover the load shapes that are shown in View B1. The corresponding
geographic locations of these customers are shown in View C1. Pattern
discovery based on visual analysis incorporates human cognitive abil-
ity, which can be illustrated by the following example. Suppose that
we want to discover customers with air conditioners. We first assume
that these customers consume more energy in winter and summer due
to heating and cooling; we then select different closely located points
in the point cloud and observe the corresponding load shapes until
we obtain a satisfactory result based on the judgment with domain
knowledge. This can be an iterative process with multiple attempts and
observations.

Panel 2 is for the discovery of the energy demand-shift pattern. View
A2 is the control panel and the entry point to explore the shift in energy
demand. The shift of energy demand over two discrete time periods can
be represented by the potential flows showing on the spatial dimension,
e.g., on a map. With this analysis system, users can interactively select
periods of interest through user interactions with the buttons on View
A2. Currently, the system supports three types of demand-shift analysis,
including a peak-valley period, a regular-split period, and multiple
periods. In the underlying, the spatial shift of energy demand over
time is modeled by the fluid dynamics approach, where potential flows
will be calculated by the back-end engine (see Section 4.5). Then, the
demand shift will be displayed as potential flows on a map (View C2).
Take the current result in Panel 2 as the example. The results indicate
the demand shift pattern of a regular-split period from April to August
2017, and the shift patterns of the regular-split period are indexed
visually in View D2. When an indexed view is selected in View D2,
the details of the selected shift pattern will be shown in View C2. View
B2 is the metering view, which gives a statistical overview of energy
demand and demand distributions on a daily and household basis. The
design of the metering view is consistent with the charting technologies
that are widely used in the energy sector in order to give an overview
for total, peak, valley, and average daily demand.

Fig. 3 shows the index view for the period 2017-04-14 to 2017-05-
14 (left) and its shift pattern after zooming in (right). In this visual
analysis system, we introduce four visual elements to represent the
demand shift:

- Demand shift: It is represented by a flow map where the length of
the arrow codes the strength of the demand change (v);

- Demand-shift window: It gives the coverage of the analysis, and its
border color encodes the spatial demand change ¢. The window-
shape design will not obscure the map, but give the necessary
quantitative information for the demand shift;

- Demand-shift color legend: It gives the corresponding absolute
value for the spatial energy demand shift in the grid area. Quan-
titative results for the demand shift can be calculated over spatial
locations and time horizons;


https://youtu.be/swVUcveIWng

J. Wu et al.

Back-end server

Pre-processing

O

User interface of the visual analysis tool

Energy 263 (2023) 125939

User interaction and
knowledge acquisition

o M0

Fig. 2. Overview of the visual analysis tool.

2017-04-14 -> 2017-05-14

Baoshan Changxing Island

> Demand Shift
* Demand Window

Configuraion

-

Songjiang

Fig. 3. Visual design for energy demand shift patterns.

- Demand-shift badge: It also encodes the spatial energy demand
change ¢, which has the same meaning as the demand-shift
window but gives a visual summary of demand change in the grid
area in the visual index view. We use a solid grid, instead of a
frame, because it is much smaller on the visual index and more
prominent.

Such a visual design assists users in quickly finding the interest areas
with more information. View D2 gives a thumbnail of the “overview” of
energy demand, which is represented by a small demand-shift badge.
At the same time, users may want to view details, so we provide to
use the Demand-shift window for users to visualize the details. The
vector arrows visualize the flow directions, while the color of demand-
shift windows visualizes increasing or decreasing energy demand. The

design follows the Schniederman Mantra: first the overview, zoom, and
filter, then the details on demand [59].

4.7. User interaction and knowledge acquisition process

This section describes how users interact with the system for ex-
ploratory analysis and knowledge acquisition. As discussed in the previ-
ous subsection, panels 1 and 2 are for exploring customer segmentation
based on consumption patterns and energy demand shift patterns over
spatial and temporal dimensions. The corresponding starting point for
the two types of exploratory analysis is View A1 and A2, respectively.
The following describes two typical user interaction scenarios and the
acknowledge acquisition process.
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S1: Typical patterns discovery. In this scenario, a user can interact
with the system by discovering typical consumption patterns and iden-
tifying the spatial distribution of customers in the study area. First, the
user can start by asking a question, e.g., who are the early birds with a
morning peak between 5:00 and 7:00?. The user selects points at different
locations in view Al of panel 1, observes their patterns in view Bl and
the geographic distribution in view C1. Then, the user can discover
the change in consumption patterns based on the similarity of points
(or the spacing of points) in a two-dimensional space. This is done by
successively selecting points close to each other and then observing the
change in the patterns in the spatial space. Third, users can select scat-
terplots generated by different dimension reduction methods, including
t-SNE and MDS, to observe the differences and compare their ability to
discover typical patterns.

S2: Spatiotemporal shift pattern discovery. In this scenario, a user
can examine the patterns of energy demand interactively. View A2
in Fig. 2 displays the temporal energy demand control (c0) and pro-
vides the main functional interaction controls (¢2 and 3) to support
spatiotemporal demand-shift analysis. In greater detail, the temporal
energy demand control (c0) uses a stream graph to visualize energy
demand during peak and non-peak (valley) periods. The user can toggle
the auxiliary analysis line (yearly, quarterly, monthly average demand
and peak-to-valley ratio) in the c¢2 to select the period of interest
for further analysis. The demand-shift analysis starts by pressing the
functional buttons of ¢3. If the user has decided the period of interest to
analyze through the previous step, (s)he can define the exploration task
in one of the following temporal types: peak—-valley period, regularly
split period, or multiple periods. The user can toggle the corresponding
button, select the period(s) of interest by brush operation on c0, and
finally toggle the compute button on ¢3 to generate the results listed as
the demand-shift visual index in View D2.

5. Results and analysis

In this section, we first perform an exploratory analysis of the
data, analyze the viability of the energy demand, and finally explore
demand segmentation and shift patterns through user interaction with
the implemented visual analytic tool. Since visual analysis methods
cannot always quantify performance, we use case studies and expert
views to demonstrate the effectiveness of our approach.

5.1. Exploratory analysis for the datasets

As described in Section 3, the data in the study are the electricity
consumption of the Pudong district, Shanghai. Daily consumption was
divided into peak and off-peak hour consumption. To better understand
the data, we illustrate daily consumption using the histogram in Fig. 4.
As shown, daily consumption varies from 0 to 100 kWh, while most
daily consumption is located at 0-8 kWh, accounting for approximately
75%.

Fig. 5 shows the physical distribution on the map of residential
households in the Pudong district by the heat map and the spatial
points. As shown in this figure, the densest area is in the western area of
the Huangpu River, the traditional center of the city in Pudong district.
The other dense area is near Zhangjiang HiTech Park (not shown in this
figure for space reasons), a new area, which has been developed since
1992.

Fig. 6 displays the distribution of daily energy consumption over
different months between 2016 and 2017 with a boxplot. To evaluate
the correlation between energy consumption and weather temperature,
we provide the temperature plot of Shanghai in 2016-2017 (see Fig. 7).
The typical weather in Shanghai is that summer is hot and winter is cold
and wet. According to the results in Fig. 6, July and August were the
months with the highest demand for energy consumption, followed by
the months from December to February. Therefore, the energy demand
visually correlates with the temperature, that is, the high demand in
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both summer and winter. It may be due to air conditioning for heating
and cooling. The summer of 2017 is warmer than 2016 and, as a result,
the energy demand for 2017 is visualized as higher than 2016 (see
Fig. 6).

5.2. Spatiotemporal variability analysis

We study the spatiotempral variability of energy demand for the
data using the method proposed in Section 4.3. Although the boxplot
in Fig. 6 summarizes the spread and skewness of energy consumption
through the quartiles and the variability outside the upper and lower
quartiles through its whisker lines, it can be interesting to further
quantify the variability in spatiotemporal dimensions with the proposed
method. We take the consumption of 2017 as sample data (with higher
variability according to the boxplot due to a warmer summer), and plot
the quantitative values of variability over different months in Fig. 8.
The results show that the variability of winter and summer is higher
than that of the other two seasons, which means that air conditioners
can increase the variability of energy demand. In terms of variability
values, July is the highest, while October is the lowest. July is the
hottest month of 2017, with the highest temperature reaching 43 °C
(see Fig. 7). The weather in autumn and spring in Shanghai is generally
very mild. For example, the weather temperature in October 2017 is
15-20 °C, which assumes that no air conditioner is used.

To further explore the difference in variability, we plot histograms
of households distributed in different consumption intervals for July
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and October 2017 (see Fig. 9). We see that daily consumption in July
is more dispersed than in October (with higher bars). In other words,
the daily consumption of most households is at a low level in October,
for example less than 10 kWh. Therefore, its variability is not as high
as in July.

We now assess the variability of energy consumption from the
spatial dimension. Fig. 10 shows the variability of household demand
in July, which is the largest difference from the previous study. As can
be seen, most households show high variability above 0.8, while only
a few households show lower variability. The results may not be very
surprising because the variability is determined by the proportional
difference between households, while household consumption may
show extremes during the warmest month. For example, consumption
may be much higher than usual if residents were at home due to the
use of air conditioning, or it may remain low if residents were away
for vacations. The upper left corner is the most dense area close to the
Huangpu River, the traditional city center.

In fact, with the proposed visual analysis tool, users can interac-
tively explore the variability of energy demand in both temporal and
spatial dimensions. It can be interesting to observe the transition of
variability on both dimensions, which can provide insight to utilities
for energy supply, e.g., the provision for the bust of energy demand.

5.3. Segmentation analysis

Segmentation analysis provides a better understanding of house-
holds, which can help improve energy efficiency, provide personalized
services, and implement specific energy use policies. In this section, we
will first use the proposed visual analysis approach for segmentation,
then compare it with the traditional k-means clustering method, and
finally make a discussion. This study uses data from 2017 as the sample
dataset.

Fig. 11 presents the results of using the method proposed in Sec-
tion 4.4. The scatterplot in panel A represents all households after
dimension reduction, which were organized according to the similarity
of their consumption patterns. The more similar they are, the closer
they are. To discover typical customer groups (i.e., clusters), users can
simply drag with the mouse to select the points, then the corresponding
consumption time series will be displayed on panel B and the geo-
graphical distribution of households will be shown in panel C. Through
several interactions, we have identified seven typical patterns for our
discussion, which are shown in subfigures (i) to (vii).
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The first is the high-energy consumption pattern, as shown in
subfigure (i). The characteristic is that it has consumption through-
out the year and with high fluctuations. The reasons may be due to
low-efficiency appliances, large households, or other unusual activi-
ties, such as hosting a party. The other extreme of energy use is the
energy-saving pattern shown in subfigure (vi), which has relatively
low consumption throughout the year. These may be small households,
such as single-family households or low-income families that are very
conservative in their energy use. Bimodal patterns are found to be the
most common pattern, which has consumption peaks in both summer
and winter (see subfigure (ii) and (iii)). The two subfigures show a
slight difference in the summer and winter consumption variances. The
bimodal pattern can be explained by the electricity consumption for
cooling and heating in summer and winter. In fact, we have discov-
ered that many households have a bimodal pattern, but with lower
consumption. These may be single-family households or households
with high-efficiency air conditioners. The balance pattern in subfigure
(iv) shows a slight variation in electricity consumption throughout the
year, i.e., it is not affected by the change in season, which may be
those with good thermal insulation. The outlier pattern in subfigure
(v) shows some abnormally high in the overall low consumption, which
may be caused by human activity, switching errors, power leakage, or
theft. The last is the idle pattern shown in subfigure (vii), characterized
by randomly distributed consumption throughout the year. These may
be new apartments or vacation apartments that have been randomly
inspected and consume energy, such as turning on and off lights. No-
tably, households with inactive lifestyles also account for a considerable
proportion in Shanghai.

We now use the traditional k-means clustering algorithm for seg-
mentation to identify different customer groups, and compare it with
the proposed visual analysis method. The k-means clustering is one
of the most widely used algorithms for segmentation. However, users
have to specify the number of clusters, k, before running the algorithm,
which is often difficult. In this study, we first calculate the Sikhousette
scores by increasing k from 2 to 16 and using the elbow method to
identify the optimal number of clusters. The result in Fig. 12 indicates
that k = 6 should be chosen for the algorithm. The corresponding
clustering results are shown in Fig. 13. According to the results, the
k-means algorithm successfully identified high-consumption patterns
in subfigure (i) and five bimodal patterns arranged according to their
intensity of consumption from high to low.

Therefore, comparing the proposed visual analysis and the k-means
algorithm, we can observe that the proposed visual analysis method
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can not only successfully identify all patterns using the k-means al-
gorithm (recall that the proposed method can identify more bimodal
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patterns with slight variations), but also uncover other patterns that
were not identified using the k-means algorithm. The explanation of the
clustering results is similar to what we discussed in Fig. 11. The high-
consumption pattern has high consumption with high fluctuations or
constant high consumption but with low fluctuations. In the first case,
it may be the use of low-energy efficient appliances, such as on/off,
that causes large fluctuations; in the second case, it may be a large
household that uses a lot of energy. For bimodal models, these may
be households with air conditioners for heating in winter and cooling
in summer. The difference in use may be due to the number of air
conditioners.

Therefore, through the comparison, we can draw the following con-
clusions for the proposed method: (i) it is much more user-friendly and
does not require specifying the number of clusters and rerunning the
algorithm; (ii) human cognitive ability helps improve the results, which
is achieved through multiple interactions; (iii) Although user-friendly,
the identification process requires multiple trials and judgments, which
requires some domain knowledge.

5.4. Demand shift analysis

Inspired by fluid dynamics, we analyze the spatiotemporal shift pat-
tern of energy demand using the potential flow presented in Section 4.5.
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Fig. 14 shows an example of using the visual analysis tool to explore
the spatiotemporal shift pattern of energy demand. With this tool, we
can select the discrete time horizons in control panel A, and visualize
the spatiotemporal demand shift on the flow map in panel B. In this
example, we discretize energy consumption in the ranges, including
April 30-July 1 and August 30-November 1, 2017, and observe shift
patterns from both spatial and temporal dimensions. The flow map
visualizes an interesting pattern of crowd energy demand behavior.
According to the demand-shift badge, we can observe that energy
demands are unbalanced in different regions. As shown, the arrows
converge and diverge in the upper right area in Panel B, which is a
highly dense residential area in Sandlin town. This shift pattern means a
considerable change in the load in the area, exceeding 80,000 kWh. We
zoom in on this area to obtain the flow map in Panel C, and we observe
that the change rate in demand (through the length of the arrow) and
direction are more clearly visible. Armed with this information, utilities
can be advised to, for example, implement effective demand response
programs, optimize their operations, or properly plan energy supply.
We now evaluate the spatiotemporal shift pattern between peak and
off-peak hours within a day using the proposed potential flow method
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(see Fig. 15). The light red area is the traditional residential area of the
Pudong district, while the areas on either side of the residential area
are the commercial areas, including the traditional commercial area
along the Huangpu River and the Zhangjiang HiTech Park. Most of the
people who work in the two commercial areas live in this residential
area. Thus, the flow arrows indicate that the high energy demand areas
will shift to residential areas when people return home from work. The
length of the arrow can roughly quantify the strength of the difference,
i.e., the demand difference between peak and off-peak hours.

We now evaluate the demand shift model over different time hori-
zons. Fig. 16 shows the shift of energy demand every two consecutive
quarters in 2017. We can observe an interesting pattern from the three
subfigures (i)-(iii). Clearly, the demand shifting patterns in subfigures
(i) and (iii) are very similar, while the potential flows in subfigure
(ii) show an opposite direction, which point to the light red area. The
main reason is that Shanghai Disneyland Park and Zhangjiang HiTech
Park are located in this area, and during the summer months in July
and August, this area becomes one of the densest areas for tourists,
including students and their parents, who visit Disneyland park and
live in hotels in this area. Fig. 17 shows the corresponding quantitative
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shift amount for every two consecutive quarters. As can be seen, the
demand shifts from Q1 to Q2 and Q3 to Q3 are both negative, i.e., the
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mass energy demand was reduced, while only the shift from Q2 to Q3
is positive, which represents the high demand during summer.

In summary, with the proposed potential flow method, users can
easily visualize the demand shift in the different spatial and temporal
dimensions and quantify the difference in the shift. Users can also easily
analyze the shifting pattern at multiple scale levels with the visual
analysis tool. As in this study, the smart meter data used is at the daily
resolution, but the proposed approach can be applied at a finer level, for
example, hourly. Although demand shift can be obtained by analyzing
feeder and substation data, the proposed method provides another
option for utilities to plan energy supply. Our tool does not require
station-level data but only the demand data, and is very user-friendly,
as users can analyze the data by interactions.

6. Conclusion and future work

Smart meter data analysis is essential to improve energy manage-
ment and services. In this paper, we proposed visualization and visual
analysis methods to analyze energy consumption data for the three
aspects of energy demand-side management, including consumption
variability, customer segmentation, and energy demand shift. First, we
modeled the dynamics of energy demand by introducing the concept
of fluid dynamics potential flows, which enables one to visualize energy
data from spatial, temporal, and spatiotemporal dimensions. Second,
to better utilize the proposed method, we developed a visualization
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and visual analysis system that allows users to interactively analyze
energy consumption data and incorporate their cognitive capability and
domain knowledge into the analysis process. Finally, we comprehen-
sively evaluated the proposed methods and the tool using real-world
electricity consumption data from the Pudong district in Shanghai
and compared the visual-based method with the traditional k-means
algorithm in customer segmentation. Experimental results have shown
that (1) customers with high energy consumption have higher variabil-
ity; (2) the visual analysis-based segmentation method is capable of
discovering more customer groups than the traditional method; and
(3) the spatiotemporal dynamics of energy demand can be visually
represented by a potential flow map, which is typically challenging for
data-driven methods. All results of the proposed visual analysis method
can be reasonably interpreted using energy domain knowledge, which
validates its effectiveness in energy management.

There are several directions for future work. First, we will develop
a powerful potential flow algorithm to achieve a better visualization
effect of spatiotemporal energy demands. Second, we will refine the
tool to support multisource and multigranularity utility data. Last,
we will evaluate the system with more empirical data and apply the
prototype to related applications in the energy sector.
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